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Abstract
The Artificial Intelligence for Media and Humanities laboratory (AIMH) has the mission to investigate and advance
the state of the art in the Artificial Intelligence field, specifically addressing applications to digital media and
digital humanities, and taking also into account issues related to scalability. This report summarize the 2021
activities of the research group.

Keywords
Multimedia Information Retrieval – Artificial Intelligence — Computer Vision — Similarity Search – Machine
Learning for Text – Text Classification – Transfer learning – Representation Learning

1AIMH Lab, ISTI-CNR, via Giuseppe Moruzzi, 1 - 56124 Pisa, Italy
*Corresponding author: giuseppe.amato@isti.cnr.it

Contents

Introduction 2

1 Research Topics 2

1.1 Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . 2
1.2 AI and Digital Humanities . . . . . . . . . . . . . . . . . 3
1.3 AI for Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 AI for Mobility Analysis . . . . . . . . . . . . . . . . . . . 5
1.5 Computer Vision . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Multimedia Information Retrieval . . . . . . . . . . . . 6
1.7 Medical Imaging . . . . . . . . . . . . . . . . . . . . . . . 9
1.8 Quantum Machine Learning . . . . . . . . . . . . . . . 9
1.9 Fighting misinformation . . . . . . . . . . . . . . . . . 10

2 Projects & Activities 11

2.1 EU Projects . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 CNR National Virtual Lab on AI . . . . . . . . . . . . 13
2.3 National Projects . . . . . . . . . . . . . . . . . . . . . . 13

3 Papers 14

3.1 Journals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Proceedings . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Magazines . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Editorials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Preprints . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Dissertations 27

4.1 MSc Dissertations . . . . . . . . . . . . . . . . . . . . . 27

4.2 BSc Dissertations . . . . . . . . . . . . . . . . . . . . . 29

5 Datasets 29

6 Code 30

7 Awards 31

7.1 Best Paper Awards . . . . . . . . . . . . . . . . . . . . 31

References 31

http://aimh.isti.cnr.it

http://aimh.isti.cnr.it


AIMH Research Activities 2021 — 2/34

Introduction
The Arti�cial Intelligence for Media and Humanities labora-
tory (AIMH) of the Information Science and Technologies
Institute “A. Faedo” (ISTI) of the Italian National Research
Council (CNR) located in Pisa, has the mission to investigate
and advance the state of the art in the Arti�cial Intelligence
�eld, speci�cally addressing applications to digital media and
digital humanities, and taking also into account issues related
to scalability.

The laboratory is composed of four research groups:

AI4Text
The AI4Text is active in the area at the crossroads of machine
learning and text analysis; it investigates novel algorithms and
methodologies, and novel applications of these to different
realms of text analysis. Topics within the above-mentioned
area that are actively researched within the group include rep-
resentation learning for text classi�cation, transfer learning
for cross-lingual and cross-domain text classi�cation, senti-
ment classi�cation, sequence learning for information extrac-
tion, text quanti�cation, transductive text classi�cation, cost-
sensitive text classi�cation, and applications of the above to
domains such as authorship analysis and technology-assisted
review. The group consists of Fabrizio Sebastiani (Director
of Research), Andrea Esuli (Senior Researcher), Alejandro
Moreo (Researcher), Silvia Corbara, Alessio Molinari, An-
drea Pedrotti, and Gianluca Sperduti (PhD Students), and is
led by Fabrizio Sebastiani.

Humanities
Investigating AI-based solutions to represent, access, archive,
and manage tangible and intangible cultural heritage data.
This includes solutions based on ontologies, with a special
focus on narratives, and solutions based on multimedia con-
tent analysis, recognition, and retrieval. The group consists
of Carlo Meghini (Director of Research), Valentina Bartalesi,
Cesare Concordia (Researchers), Luca Trupiano (Technolo-
gist), Daniele Metilli (PhD Student), Nicol�o Pratelli (Graduate
Fellows), and Costantino Thanos, Vittore Casarosa, Nicola
Aloia (Research Associates), and is led by Carlo Meghini.

Large-scale IR
Investigating ef�cient, effective, and scalable AI-based solu-
tions for searching multimedia content in large datasets of
non-annotated data. This includes techniques for multimedia
content extraction and representation, scalable access methods
for similarity search, multimedia database management. The
group consists of Claudio Gennaro, Pasquale Savino (Senior
Researchers), Lucia Vadicamo (Researcher), Claudio Vairo
(Researchers), Paolo Bolettieri (Technician), Luca Ciampi,
Gabriele Lagani (PhD Students), and Fausto Rabitti (Research
Associate), and is led by Claudio Gennaro.

Vision and Deep Learning
Investigating novel AI-based solutions to image and video con-
tent analysis, understanding, and classi�cation. This includes

techniques for detection, recognition (object, pedestrian, face,
etc), classi�cation, counting, feature extraction (low- and
high-level, relational, cross-media, etc), anomaly detection
also considering adversarial machine learning threats. We
also have speci�c AI research �elds such as hebbian learn-
ing and relational learning. The group consists of Giuseppe
Amato (Director of Research), Fabrizio Falchi (Senior Re-
searcher), Marco Di Benedetto, Fabio Carrara (Researchers),
Alessandro Nardi (Technician), Fabio Massoli (Post-doc Fel-
low), Davide Alessandro Coccomini, Gabriele Lagani, Nicola
Messina (PhD Students), Donato Cafarelli (Graduate Fellow),
and is led by Fabrizio Falchi.

The rest of the report is organized as follows. In Section
1, we summarize the research conducted on our main research
�elds. In Section 2, we describe the projects in which we
were involved during the year. We report the complete list of
papers we published in 2021, together with their abstract, in
Section 3. The list of theses on which we were involved can
be found in Section 4. In Section 6 we highlight the datasets
we created and made publicly available during 2021.

1. Research Topics

In the following, we report a list of active research topics and
subtopics at AIMH in 2021.

1.1 Arti�cial Intelligence
1.1.1 Hebbian Learning
Traditional neural networks are trained using gradient de-
scent methods with error backpropagation. Despite the great
success of such training algorithms, the neuroscienti�c com-
munity has doubts about the biological plausibility of back-
propagation learning schemes, proposing a different learning
model known asHebbian principle: ”Neurons that �re to-
gether wire together”. Starting from this simple principle, dif-
ferent Hebbian learning variants have been formulated. These
approaches are interesting also from a computer science point
of view, because they allow to perform common data analysis
operations - such as clustering, Principal Component Analysis
(PCA), Independent Component Analysis (ICA), and others
- in an online, ef�cient, and neurally plausible fashion. Tak-
ing inspiration from biology, we investigate how Hebbian
approaches can be integrated with today's machine learning
techniques [31], in order to improve the training process in
terms of speed, generalization capabilities, sample ef�ciency
[30].

An even more biologically plausible model of neural com-
putation is based on Spiking Neural Networks (SNNs). In this
model, neurons communicate via short pulses calledspikes.
This communication approach is the key towards energy ef�-
ciency in the brain. We are using SNNs to accurately simulate
real neuronal cultures, in collaboration with neuroscience
colleagues, who can produce such cultures in lab. Multi-
Electrode Array (MEA) devices can be used to stimulate and
record activity from cultured networks, raising the question
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of whether such cultures can be trained to perform AI tasks.
Our simulations help us understand the optimal parameters a
cultured network should have in order to solve a given task,
providing insights to guide neuroscientists in the creation of
real cultures with the desired properties [32].

1.1.2 Abstract Visual Reasoning
Humans always think by relating distant and abstract con-
cepts through complex analogical reasoning. Therefore, it is
interesting to understand to which extent a machine learning
algorithm — and a Deep Neural Network in particular — can
solve apparently simple yet challenging tasks requiring distant
comparisons. Given the importance of images in our world,
we are especially interested in tacklingabstract visual reason-
ing problems that require this kind of relational intelligence
to be correctly solved.

In particular, we tackled apparently trivial visual reason-
ing tasks, known as thesame-differenttasks. In short, the
same-different tasks consist in understanding if two shapes
in an image satisfy a certain rule. In the simplest case, the
rule is merely thatthe two shapes must be equal; however, the
rule is not known a priori and must be internally understood
from the provided positive and negative examples. It is a
challenging set of tasks for machine learning algorithms. In
fact, it is required not to learn speci�c shape patterns to solve
the problem; instead, they require to grow some abstract inter-
nal representation that is powerful enough to draw a logical
conclusion on a fact hidden in the image (e.g., the shapes in
the images are the same even if they are orientated in different
ways).

In [44] we probed many state-of-the-art CNNs, to under-
stand if they are able to solve these challenging visual task. In
this work we also introduced little variations to the presented
architectures to better understand the role of the architectural
features in the convergence or generalization abilities. More
recently, in the preliminary work presented in [43] we recently
proposed to use a Recurrent Transformer network to perform
high-level reasoning, using the features extracted by a simple
upstream CNN. This architecture seems to defeat many of
the previous fully convolutional models by using less free pa-
rameters and reaching better data ef�ciency. Furthermore, the
learned attention maps clearly indicate which image patches
the model is attending to answer correctly.

1.1.3 Deep Anomaly Detection
Anomalies are met in every scienti�c �eld. The term “anomaly”
is itself a source of ambiguity since it is usually used to point
at both outliers and anomalies. Training deep learning archi-
tectures on the task of detecting such events is challenging
since they are rarely observed. Moreover, typically we don't
know their origin and the construction of a dataset containing
such a kind of data is too expensive. For such a reason, un-
supervised and semi-supervised techniques are exploited to
train neural networks.

In [37], we proposed a novel method named MOCCA,
in which we exploit the piece-wise nature of deep learning

models to detect anomalies. We tasked the model to minimize
the deep features distance among a reference point, the class
centroid for anomaly-free images, and the current input. By
extracting the deep representations at different depths and
combining them, MOCCA improved upon the state-of-the-art
considering the one-class classi�cation setting on the task of
anomaly detection.

1.1.4 Adversarial Machine Learning
Adversarial machine learning is about attempting to fool mod-
els through malicious input. The topic has become very popu-
lar with the recent advances on Deep Learning. We studied
this topic with a focus on detection of adversarial examples
and images in particular, contributing to the �eld with sev-
eral publications in the last years. Our research investigated
adversarial detection powered by the analysis of the internal
activation of deep networks (a.k.a. deep features) collecting
encouraging results over the last three years. This year's re-
search activity on the topic included increasing adversarial
robustness of a novel deep architecture — Neural Ordinary
Differential Equations. Neural Ordinary Differential Equa-
tions comprise novel differentiable and learnable models (also
referred to as ODE-Nets) whose outputs are de�ned as the
solution of a system of parametric ordinary differential equa-
tions. Those models exhibit bene�ts such as a O(1)-memory
consumption and a straight-forward modelling of continuous-
time and inhomogeneous data, and when using adaptive ODE
solvers, they acquire also other interesting properties, such
as input-dependent adaptive computation and the tunability
(via a tolerance parameter) of the accuracy-speed trade-off at
inference time. We studied their unique properties under an
adversarial setting; we analyzed the accuracy-speed trade-off
they offer at inference time and how tuning this trade-off af-
fects robustness to strong adversarial attacks [9]. Our �ndings
showed an innate improved robustness of these models against
adversarial attacks with respect to standard neural networks.

Given the experience we have in face recognition and
cross-resolution in particular, we developed a speci�c ap-
proach for adversarial faces [36].

1.2 AI and Digital Humanities
The AI & DH group at AIMH employs AI-based methods to
research, design and experimentally develop innovative tools
to support the work of the scholar humanist. These methods
hinge on formal ontologies as powerful tools for the design
and the implementation of information systems that exhibit
intelligent behavior. Formal ontologies are also regarded as
the ideal place where computer scientists and humanists can
meet and collaborate to co-create innovative applications that
can effectively support the work of the latter. The group pur-
sues in particular the notion of formal narrative as a powerful
addition to the information space of digital libraries; an ontol-
ogy for formal narratives has been developed in the last few
years and it is currently being enriched through the research
carried out by the members of the group and tested through
the validation carried out in the context of the Mingei project.
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The group is also engaged in the formal representation of
literary texts and of the surrounding knowledge, through the
HDN project which continues the seminal work that led to the
DanteSources application where an ontology-based approach
was �rstly employed. Finally, through the participation to
the ARIADNEplus and the SSHOC projects, the group is
actively involved in the making of two fundamental infras-
tructures in the European landscape, on archaeology and on
social sciences & humanities, respectively.

1.3 AI for Text
1.3.1 Learning to quantify
Learning to quantify has to do with training a predictor that
estimates the prevalence values of the classes of interest in a
sample of unlabelled data. This problem has particular rele-
vance in scenarios characterized by distribution shift (which
may itself be caused by either covariate shift or prior proba-
bility shift), since standard learning algorithms for training
classi�ers are based on the IID assumption, which is violated
in scenarios characterized by distribution shift. The AI4Text
group has carried out active research on learning to quantify
since 2010.

One of our recent activities in this direction has involved
looking back at past approaches to learning to quantify with
a critical eye. In one such study [57] we have reassessed the
true merits of “classify and count”, the baseline of all quan-
ti�cation studies, due to the fact that, as we have found out,
in many published studies this method has been a straw man
rather than a baseline, due to lack of or suboptimal parameter
optimization. We have proposed new quanti�cation-oriented
parameter optimization protocols, and reassessed classify and
count, and several other quanti�cation methods, under the
new lens that they provide. In another such study [21] we
have looked back at past research on sentiment quanti�cation,
and found that the different approaches to such a task have
been compared inappropriately, due to a faulty experimental
protocol. We have thus carried out a complete reassessment of
these approaches, this time using a much more robust protocol
which involves a much more extensive experimentation; also
these results have upturned past conclusions concerning the
relative merits of such approaches.

In a different effort [27], we have devised a method that
uses quanti�cation in order to measure the bias of a classi�er
with respect to a sensitive attribute of interest (e.g., race) in
scenarios in which the values of this attribute are not known at
classi�er training time. This method thus allows to address a
common application scenario, since organizations often avoid
collecting the values of sensitive attributes unless needed. Our
quanti�cation-based method is also a privacy-preserving one
since, differently from a classi�cation-based one, it does not
allow recovering the value of the sensitive attribute (which
would be undesirable), but only allows inferences to be carried
out at the aggregate level.

Three further activities in which we have engaged are

• the organization of the 1st International Workshop on

Learning to Quantify (LQ 2021)1 [21], which has taken
place in November 2021 as an online event;

• the organization of LeQua 20222 [26], the �rst shared
task entirely devoted to learning to quantify, which is
being organized under the umbrella of the CLEF 2022
conference3;

• the implementation of QuaPy [51], an open-source,
Python-based software library for learning to quantify,
that contains implementations of the most important
methods, evaluation measures, and evaluation protocols
for quanti�cation, as well as datasets frequently used in
the quanti�cation community.

1.3.2 Learning to classify text
The supervised approach to text classi�cation (TC) is almost
30 years old; despite this, text classi�cation continues to be
an active research topic, due to its central role in a number of
text analysis and text management tasks.

One problem we have worked on is how to improve the ac-
curacy of text classi�cation via techniques from representation
learning. We have devised a new type of embedded represen-
tations, calledword-class embeddings(WCEs – [53]), that
encode correlations between words and classes as learnt from
the training set via straightforward matrix computations, and
that can be used alongside other embedded representations
(such as standard word embeddings), demonstrably improving
the accuracy of text classi�cation.

Another problem we have been working on [56] is cross-
lingual TC, i.e., the task of leveraging training data for a
“source” language in order to perform TC in a different, “tar-
get” language for which we have little or no training data.
In [56, 54] we have extended a previously proposed method
for heterogeneous transfer learning (called “Funnelling”) to
leverage correlations in data that are informative for the TC
process; while Funnelling exploit class-class correlations, our
“Generalized Funnelling” system also exploits word-class cor-
relations (by employing the above-mentioned WCEs), word-
word correlations (for which we employ MUSE embeddings),
and correlations between words-in-context, obtained via Mul-
tilingual BERT.

In a different effort we have studiedtransductive trans-
fer learning[50], discussed how the term “transduction” has
been misused in the transfer learning literature, and proposed
a clari�cation. We have also observed that the above termi-
nology misuse has brought about a literature of misleading
experimental comparisons, with inductive transfer learning
methods that have been incorrectly compared with transduc-
tive transfer learning methods. Our clari�cation has allowed
a reassessment of the �eld, and of the relative merits of the
major, state-of-the-art algorithms for transfer learning in text
classi�cation.

1https://cikmlq2021.github.io/
2https://lequa2022.github.io/
3https://clef2022.clef-initiative.eu/
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Our more recent efforts address how to improve the accu-
racy of text classi�cation (and other tasks too) in the presence
of misspelled texts. For this we have devised a new type of
embedded representations (calledgarbled-word embeddings–
[63]) that �nd their roots in psycholinguistics, and that allow
representing in a compact way the distributional semantics of
entire classes of equivalence among words, where two words
are considered equivalent if they are misspelled variations of
each other.

1.3.3 Technology-assisted review
Technology-assisted review(TAR) is the task of supporting
the work of human annotators who need to “review” automat-
ically labelled data items, i.e., check the correctness of the
labels assigned to these items by automatic classi�ers. Since
only a subset of such items can be feasibly reviewed, the goal
of these algorithms is to exactly identify the items whose re-
view is expected to be cost-effective. We have been working
on this task since 2018, proposing TARrisk minimization
algorithms that attempt to strike an optimal tradeoff between
the contrasting goals of minimizing the cost of human inter-
vention and maximizing the accuracy of the resulting labelled
data. An aspect of TAR we have worked on more recently is
improving the quality of the posterior probabilities that the
risk minimization algorithm receives as input by an automated
classi�er. To this end, we have carried out a thorough study
of SLD, an algorithm that, while being the state of the art in
this task, had insuf�ciently been studied. Our study [24] has
determined exactly in what conditions SLD can be expected
to improve the quality of the posterior probabilities (and hence
to be bene�cial to the downstream TAR algorithm), and has
determined that in other conditions SLD can instead bring
about a deterioration of this quality.

1.3.4 Authorship analysis
Authorship analysishas to do with training predictors that
infer characteristics of the author of a document of unknown
paternity. We have worked on a sub-problem of authorship
analysis calledauthorship veri�cation, which consists of train-
ing a binary classi�er that decides whether a text of disputed
paternity is by a candidate author or not. Speci�cally, we
have concentrated on a renowned case study, the so-called
Epistle to Cangrande, written in medieval Latin apparently
by Dante Alighieri, but whose authenticity has been disputed
by scholars in the last century. To this end, we have built and
made available to the scienti�c community two datasets of
Medieval Latin texts, which we have used for training two
separate predictors, one for the �rst part of theEpistle(which
has a dedicatory nature) and one for the second part (which is
instead a literary essay). The authorship veri�ers that we have
built indicate, although with different degrees of certainty, that
neither the �rst nor the second part of theEpistleare by Dante.
These predictions are corroborated by the fact that, once tested
according to a leave-one-out experimental protocol on the two
datasets, the two predictors exhibit extremely high accuracy
[20].

An additional research we have carried out concerning au-
thorship analysis for prose texts written in the Latin language,
is the study of how features derived from “syllabic quantity”
can impact the accuracy of predictors [19]. Syllabic quantity
is an attribute of words, and it is well-known how different
Latin authors used different syllabic quantity patterns in their
writings. Our study has determined that extracting syllabic
quantity from Latin prose texts is bene�cial for authorship
attribution.

1.4 AI for Mobility Analysis
1.4.1 Language modelling applied to trajectory classi�ca-

tion
Mobility information collected by Location-Based Social Net-
works (e.g., Foursquare) allow modelling mobility at a more
abstract and semantically rich level than simple geographical
traces. These traces are called multiple-aspect trajectories, and
include high level concepts, e.g., going to a theatre and then to
an Italian restaurant, in addition to the geographical locations.
Multiple-aspect trajectories enable to implement new services
that exploit similarity models among users based on these
high level concepts, rather than simple match of geographi-
cal locations. In this context a collaboration among AIMH,
contributing the expertise on language modelling methods,
colleagues of the High Performing Computing laboratory, and
colleagues of the Universidade Federal de Santa Catarina (Flo-
rianópolis, Brazil) led to the development of a novel method
for semantic trajectory modelling and classi�cation, Multiple-
Aspect tRajectory Classi�er (MARC) [39]. MARC uses a
trajectory embeddings method derived from the Word2Vec
model and then a recurrent neural network to recognize the
user who generated it, achieving state-of-the-art results.

1.5 Computer Vision
1.5.1 Learning from Virtual Worlds
In the new spring of arti�cial intelligence, particularly in its
sub-�eld known as machine learning, a signi�cant series of
important results have shifted the focus of industrial and re-
search communities toward the generation of valuable data
from which learning algorithms can be trained. In the era
of big data, the availability of real input examples to train
machine learning algorithms is not considered an issue for
several applications. However, there is not such an abundance
of training data for several other applications. Sometimes,
even if data is available, it must be manually revised to make
it usable as training data (e.g., by adding annotations, class
labels, or visual masks), with a considerable cost. Although
a series of annotated datasets are available and successfully
used to produce noteworthy academic results and commer-
cially pro�table products, there is still a considerable amount
of scenarios where laborious human intervention is needed to
produce high-quality training sets. An appealing solution is
to gather synthetic data from virtual environments resembling
the real world, where the labels areautomaticallycollected
interacting with the graphical engine. However, data com-
ing from virtual worlds cannot be fully exploited due to the
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Figure 1. Some examples of images of ourGrand Traf�c
Autodataset, together with theautomaticallygenerated
instance segmentation annotations.

Synthetic-to-Real Domain Shift, i.e., the image appearance
difference between the synthetic training data and the real-
world ones on which the AI-based algorithm, in the end, shall
be used. This domain gap between the two data distributions
leads to performance degradation at test time. To mitigate
this domain gap, we propose a new methodology [13, 14] to
design image-based vehicle density estimators and counting
via anUnsupervised Domain Adaptation (UDA)technique. In
particular, during the training phase, we exploit the supervised
learning provided by the synthetic automatically labeled data
exploiting theGrand Traf�c Auto (GTA)dataset, the �rst col-
lection of images with preciseper-pixelannotations gathered
using the graphical engine of a video game, and, at the same
time, we infer some knowledge from the real-worldunlabeled
images. In other words, we tackle the problem of data scarcity
from two complementary sides: on the one hand, we exploit
the signi�cant variability of the synthetic data, while, on the
other hand, we mitigate the domain gap existing between
the synthetic and the real-world images in anunsupervised
fashion. We show some sample of the GTA dataset in Fig. 1.

1.5.2 Visual Counting

The counting task aims to estimate the number of objects
instances, like people or vehicles, in still images or video
frames. Due to its inter-disciplinary and widespread appli-
cability, it has recently drawn the attention of the scienti�c
community. Current solutions are formulated as supervised
deep learning-based problems belonging to one of two main
categories: counting bydetectionand counting byregression.
Detection-based approaches require prior detection of the sin-
gle instances of objects. On the other hand, regression-based
techniques try to establish a direct mapping between the im-
age features and the number of objects in the scene, either
directly or via the estimation of a target map, such as a den-
sity map(i.e., a continuous-valued). Regression techniques
show superior performance in crowded and highly-occluded
scenarios but often lose the ability to locate objects precisely.

In [12], we propose a novel solution to improve car count-
ing in parking lots when scaled up with multi-camera setups.

We introduce a multi-camera system that combines a CNN-
based technique, which can locate and count vehicles present
in images belonging to individual cameras, along with a de-
centralized geometry-based approach that is responsible for
aggregating the data gathered from all the devices and esti-
mating the number of cars present in theentireparking lot.
A remarkable peculiarity of our solution is that it performs
the task directly on theedgedevices, i.e., the smart cameras
— vision systems with limited computational capabilities able
to capture images, extract information from them, make deci-
sions, and communicate with other devices.

Recently, we also tackled the task of counting cells in
microscopy images [10]. We describe more in details this
activity in Section 1.7.1. Furthermore, we also introduced
an approach to estimate traf�c density and counting vehicles
in urban scenarios, exploiting synthetic data [13, 14]. We
provide a more in-depth description of our solution in Section
1.5.1.

1.5.3 Facial Expression Recognition
Facial expressions play a fundamental role in human commu-
nication. Their study, which represents a multidisciplinary
subject, embraces a great variety of research �elds, e.g., psy-
chology, computer science, among others. Concerning DL,
recognizing facial expressions is a task named Facial Expres-
sion Recognition (FER). With such an objective, the goal
of a learning model is to classify human emotions starting
from a facial image of a given subject. Typically, face im-
ages are acquired by cameras that have, by nature, different
characteristics, such as the output resolution. Moreover, other
circumstances might involve cameras placed far from the ob-
served scene, thus obtaining faces with very low resolutions.
Therefore, since the FER task might involve analyzing face
images that can be acquired with heterogeneous sources, it is
plausible to expect that resolution plays a vital role. In such a
context, the AIMH group proposes a multi-resolution training
approach to solve the FER task ([35], [7], [34]). We grounded
our intuition on the observation that, often, face images are
acquired at different resolutions. Thus, directly considering
such property while training a model can help achieve higher
performance on recognizing facial expressions. We show in
Fig. 2 an example of the output of our solution.

1.6 Multimedia Information Retrieval
1.6.1 Video Browsing
Video data is the fastest growing data type on the Internet, and
because of the proliferation of high-de�nition video cameras,
the volume of video data is exploding. This data explosion in
the video area has led to push research on large-scale video
retrieval systems that are effective, fast, and easy to use for
content search scenarios.

Within this framework, we developed a content-based
video retrieval system VISIONE4, to compete at the Video
Browser Showdown (VBS), an international video search com-
petition that evaluates the performance of interactive video

4http://visione.isti.cnr.it/
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